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ABSTRACT

In the recent years several researchers proposed and studied beta operators in approximation theory. In the
present paper, we establish an error estimation formula for modified beta operators in linear simultaneous
approximation. To prove our result, we have used the technique of linear approximating method, namely, Steklov
mean.
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1. Introduction

Motivated by the integral modification of Bernstein polynomials by Durrmeyer [3], several researchers
have proposed and studied the different family of mixed summation -integral type operators [1, 4, 6, 7, 10,
11, 15, 16]. In 2006, Gupta [8] studied error estimation formula for summation integral type operators. In
the present paper we study an error estimation formula in simultaneous approximation for the linear
combinations of the operators introduced by Gupta et al. [9]. The modified beta operators introduced by
Gupta et al. [9] are defined as

B.(f,X) :Twn x)fOdt x [0, 0)
(1.1) i

where

1

Hh(b)= BEn+D

L ibn,v (x) bn,v ® . bn’v (t) = vt (1+ t)—n—v—l

(n+1) <
and S(v,n+1)=(v=!n!/(n+V)! the Beta function.

It is easily checked that the operators defined by (1.1) are linear positive operators and it is obvious
that Bn (1, X) =1.Also it is observed that the order of approximation by operators (1.1) is, at best O(n'l),
howsoever smooth the function may be. Thus, to improve the order of approximation we may consider
some combinations of the operators (1.1).0ne approach to improve the order of approximation is the
iterative combinations due to Micchelli [13], who improved the order of approximation of Bernstein
polynomials. However, we cannot apply this approach to the operators (1.1) because for these operators
(1.1), we not have Bn (t - X, X) =0, which is essential property for making iterative combinations. Yet
another approach for improving the order of approximation is the technique of linear combinations which
was first considered by May [12] to improve the order of approximation for exponential type operators. In

the present paper, we use the later approach, which described as:
Let dy, d4, d,... d, be (k+1) arbitrary but fixed distinct positive integers. Then the linear combination

B,(f,k,x) of ijn(f ,X) ,j=0,1,2..nis defined as
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By (f. %) dgt dg? d,*
. By, (f,X) df' df? s d;*
B.(f,k,X)=—] i e e
n ( ) A
By, (f,x) db d? .. d.*
(1.2)
1 dt dg? d,*
1 dt d? d,*
where A=|.. .
1 dt d? d*

The above expression (1.2) after simplification may be written as

k
B,(f,k,x)= ZC( J,K) ijn(f,x)
j=0
(1.3)

K
where C( J,k) = H
i~0

i#j

d;
d,—d,

, k=0 andc0,0)=1.

Some basic properties of bn’\, (X) are as follows

T _v(v+D)
(). ! t?b,,(t) dt = (=D
(1.4)
(i). 3b,,(x) = (n+1) (L5)
(ii). iv b,,(X) =(n+D[1+(n+2)x]
(1.6) -
(iv). ivz b,,(X)=(N+D[L+3(n+2)x+(n+2)(n+ 3)x°]
(1.7) -
(v). XL+ )by, (¥) =[(v—1) — (n + 2)x]b, , (¥)
(1.8)

where N€ N and X €[0,0).
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Throughout this paper, we may assume that 0 <@, <a, <a, <b, <b, <b, <0 and
I, =[a,,b]wherei=1,2,3.
Let H[0, o) be the class of all measurable functions defined on [0, ©) satisfying

i RICINY o
W t<oo for some positive integer n.
0

Obviously the class H[0,0) is bigger than the class of all lebesgue integrable functions on [0, ).

Therefore the operators (1.1) may be applicable for studying a larger class.
The main object of the present paper is to establish an error estimation formula in terms of modulus of
continuity [2, 5] in simultaneous approximation for linear combinations of the operators (1.1).

2. PRELIMINARY RESULTS

To prove our main results, we shall require the following auxiliary results:

0 N .
Lemma 2.1. For m & N~ (the set of non-negative integers) and n>m, let the function Haom (X) be

defined as

o0 = (B (00" x)= 23, (0, O -0

2X+1

Then 1, o(X) =1 p,,(X)= , and there holds the recurrence relation

(N =) 10 (%) = X+ X)Lath (%) + 2tz 5 OO+ (M + DL+ 2002, (X)
Moreover, we have the following consequences about 4/, ., (x):

(i) Hnm (X) is a polynomial in x of degree m,

(ii). for every X €[0,00) , z¢, . (X) = O(n‘[(”‘“)“])

where [ ] denotes the integral part of «r .
Consequently, on using Holder’s inequality, we have from this recurrence relation that

B, (| t— X|r , X )= O(nfr/z) for each r >0 and for every fixed X € [0,0) .
Proof. Since ¢, (x) = B, (('[ - X)m ) X), therefore, using linearity property, we have
1,00 =B, (t-%°x)=B,Lx)=1  and
2,100 = B ((t = ), X) = B, (t, ) — B, (1, x) = 12X

To prove the recurrence relation we shall make the use of the following identity

XL+ x)by (%) = [(v—1) ~ (n+ 2)x]b,, (X)

Now, we have

1 & F
XL+ X) g (X) = = > XL+ X)by, (X) | by, (E)(t —X)" dt
’ (n+1) VZ::‘ ' ! ’
1 & °
—m———>"x@+x)b,, (x)[b,, t) —x)"*dt
(n +1) v=1 Y '('). ’
or
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X(L X)L (X) + Mty 5 (X )]—(—z[(v 1)- (n+2>x]bnv(x)jbnv(t)<t X)"dt

(n +1) an v (X)I[(V D-M+2)t+(n+2)t—x)]b,, )t —x)"dt

= b (O] L+ DL, O — )"t + 1+ 2) 1,4 ()

—il)ibw(x)f[(t—x)z (L 20) (=) + XL+ X)]Bl, (O = )" At + (1 2) g ()

- 1)zbm(x)jlo’nv(t)(t )™t + (“ZX)anv( )jb’nv(t)(t )™t

x(1+ X) &
(n +1) £

2.0, (x )j by (B)(t = X)" it + (N +2) 1,1 (¥)

= _(m + 2):un,m+1 (X) - (m +l)(1+ 2X)/un,m (X) - mX(1+ X)/un,m—l(x) + (n + 2)/un,m+1(x)

Thus, we get the required recurrence relation

(n - m)lun,mﬂ (X) = (m +1)(1+ 2X):‘un,m (X) + X(1+ X)[:ur/1m (X) + 2rn:un,m—l (X)]

The other consequences follow easily from the above recurrence relation.

Lemma 2.2. For M € N and sufficiently large N € N , there holds the following recurrence relation
B, ((t—x)™ k,x)=n"®?[Q(m,k,x)+0(1) ]

where Q(m, K, X) is a certain polynomial in x of degree m and X € [0, %) is arbitrary but fixed.

Proof. Using Lemma 2.1, for sufficiently large n, we can write

do (X) g, (x) Omy27 (X)
B, ((t—X)m,X): n[(r?l+1)/2] + n[(ml+1)/2]+1 Tt mnm +

where (; (X) ,1=0,1,2, 3, .. are certain polynomials in x of degree at most m.

Now, we have

q (X) q (X) -1 -2 —k
[don?(mu)/z] + don[(lrn+1)/2]+1 + dO dO dO
9o (X) 9. (X) - - -
[d n[?m+1)/2] + d n[(}n+1)/2]+1 +.. dll dl2 dlk
B, ((t—)™ k,x)=—| % 1

q(x) ............. q(x) .......... 7 7 7
[d n?(m+1)/2] + d n[(1m+1)/2]+1 +. dkl dk2 dkk
K K
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=n"®D[Q(m,k,x)+0(1) ] , for each fixed x € [0, 0) .
This completes the proof of the Lemma 2.2.
Lemma2.3. For me N° , if the m™ order moment for the operators (1.1) be defined as

U9 =3, W 5
' (n+1) = n+2
then, we have U ;(X) =1,U ,(X) = 0 and there holds the recurrence relation
(N+2)U, .0 () = XA+ XU, , ) +mU, L ()]
Consequently, for each X € [0,0), we have from this relation that
U, . (X)= O(n—[(m+1)/2] )

where [ ] denotes the integral part of & .
Proof. Using the definition of U nm (X) and basic properties of bn,v (X) , we obtain

Un’O(X) =1 and Unyl(X) =0.

Now, we have

XA+ UL () =3 x(1+ %) b;yv(x)(v—_l—xjm

(n+1) = n+2
1 & v-1 \"
e T m(

Thus using basic properties of bn’\, (X) , we get

o0

1)v—l
(n+2) & -1 ™
T 2 [ 2_Xj

=(n+2U, ;. (X)

This completes the proof of the recurrence relation.
The other consequence follows easily from the recurrence relation.

X(L+)[U; () +mU, 1(x)]

v-1 "
(-2~ 1+ 2x oy, 0 23 -]

Lemma 2.4([14]). There exist the polynomials Qi ir (X) independent of n and v such that

[X(@+x)]'D'b,, (x) = > (n+2)'[(v-1)~(+2)x]'Q;;, (x)b,, (X),
Eny

where DT is the r'" order differentiation operator.

Lemma 2.5. If C(j, k), j 0,1, 2, .., kare defined as in (1.3), then we have

ZC(Jk)dm— 1 for m=0 |
i=0 0 for m=12,..,k

Proof. From relations (1.2) and (1.3) we get
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d,™ dyt o dg? . d,* 1 dyt di? e d,*
. d,™ dt d? d,* 1 dt d? d,*
DCLKA™= e | b
i=0
d™ db d? d* 1 dt d? d*

which implies that

k
> C(ik)djm =

{ 1 for m=0
j=0

0 for m=12,.. .k

Lemma 2.6. ForP,Q € N° _ we have
Lanv(x) |(V—1)—(n+2)x|p_[bnv(t) |t—x|"dt = O(n(*"2)
(n+l) v=1 ' ° ’

Proof. Using Schwarz inequality for integration and then summation, Lemma 2.1 and Lemma 2.3, we
have

- 1)anv(x)|(v 1)—(n+2)x|° Ibnv(t)lt et

1/2

< 1)anV(x)lw D)~ (n+2)x| (jbnv(t)dtj ubn,v(o (t—x)Z‘*dtJ

(n 1)anv(x)|(v 1) (I’l+2)X [Ibnv(t)(t X) th]

1 - . 1/2 1 " - N 172
S(m;bnyv(X)[(V—l)—(n+2)X] j [m;bnv(x)}[bnv(t) (t_X) dtJ

=0(n"?) O(n"¥?) =O(nP9’?)

3. ERROR ESTIMATION FORMULA
Now we begin to prove the main results of this section, namely, error estimation formula.

Theorem: Llet 1< p<2k+2, r € Nand the function f € H[0,00)be bounded on every finite
subinterval of [0,00), satisfying f(t)=O(t")as t =0 for somey >0. If P exists and is
continuous on(a—A,b+ A) < (0,00) where A >0, having the modulus of continuity @ () (0)on

(a—A,b-f-A) , then for sufficiently large N € N, we have
H BO(f ,k,-)—fO(- )‘C[a'b] < maX{Cln_plza)f(pm () Czn—(k+1)}'
where Cl :Cl(k, p,r) and C2 =C2(k, p,r, f)_

Proof. Let ¢(t)be the characteristic function of the interval (2a—A,b+A). Since f (p+r) exists,
therefore, for t €[0,0) and X €[a, b], we can write
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p+r f(l) X . f(p+r) f(p+r) X .
(=3 -+ L1009 ) ey 1 g e
i! (p+n)!

where & lies between t and x , and

p+r £ (i)

Ft=fR)-S (X)(t
i=0 -
Using linearity of Br(]r)( -, K, X), relation (1.3) and the above expansion of f (t), we have

+r

BO(f (t),k,x)— f©(x) = {Zf |(X) BO((t—x)",k,x)- f("(x)}

i=0

k i 0 [f(p”)(é‘) f(””)(x)] our
+§C(”k)(djn+1)”bdnv( IO R CL
+ZC(j’k)(d-n+ ~ é?,v(x)].bdnv(t)[l P(t)]F (t, x)dt
“hrbtts | (say)

Using Lemma 2.2, we obtain

|:F'z (I)(X) B(r) X) k X) f(r)(x):|

=0
( —(k+l uniformly for all X €[a,b].

In order to estimate E, , le

1 & [te0@-10700] L
B s 1)”bnx )!bw(t) T T SOk

Since for every & >0 we have
t—X
\f(p*”@)—f<p*”(x)\mfw(|§—x|)Swf<p+r)(|t—x|)s[1+| . 'wa(,m(é),

therefore, using Lemma 2.4 and the above inequality, for all & > 0 we obtain

(n+2)i L j‘Qi,j,r(X)‘
Fal< o 2er (e IO A e oo )
i,j>0

‘ f(p+r)(§) (p+r)( )‘
(p+n)!

c 2
<(pixr)) Zér(&il))zuv 1)-(n+2)x|'b,, (x)

Ij>

J b,., (1) X" g(t)

N |t_X| p+r
J.bn'v(t) L ® o0 (8)| t—x|"" dt
0
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L— C(X) f(p+r)( )z (n+2) z |(V 1) (n+2)X| an(X)

(p+r)' 2i+j<r
i,j>0
t_X|p+r+1
b @) [t—x"" |—dtr
j nv<)[| d 5 }
su Qi, j,r(X)
where C(x)= i o M
2i+j<r xe[ab] [x@+x)]'
i,j>0

Applying Lemma 2.6 and choosing & = N"Y'?, we get
C(x . . .
|E21| ( ) - (n—l/2) z(n +2)! [O<n(]—p—r)/2)+ nl/ZO(n(j—p—r—l)IZ)]

)' 2i+j<r
i,j=0
C(x _ i+ j-p- i+ jop- - -
:—(pf_g)|wf“’*') (n 1/2) Z[O(n(ZHJ p r)/2)+o(n(2|+1 p r)/z)]scsn plza)f(pﬂ) (n 1/2)
' g

Consequently, applying Lemma 2.5, we get
—pl2 172
[E,|<C,n""w ., (n'?)  where C,=C,(k,p,r).
Now, since for t €[0,0) \ (a—A,b+ A), we can always choose a & > 0 such that |t - X| >0 forall

X €[a,b], therefore, using Lemma 2.4 we get

Eul= g 20400 O GOIF 0t

> (20 1y (n+2 J'Mb by (8) | F(t, x) |t
<> Zl%r( 1 =D -+ 2| e n,v(x)t_xj;évm (t. )]
1,]2

Let s be any integer > max{;/, 2k+r+ 2}. Then for |t - X| > O there exists a positive constant C
such that

|F(t, )| <Cq|t—x|°

Thus, using above inequality and Lemma 2.6, we obtain

Eyl<C, Y (”+2)Z|(v D)-(+2)x|'b,, () [b,, @ [t—x[dt

siger ( s
n+2 t—x)*
, Y (02 S23 |0-0-0 20,00 | b, (00 " o
2i+j<r ( \t x\>5 5
i,j>0
(n+2)'
3 Z | (V=D - (n+2)x/ bnv<x)jbnv(t)|t x|"'d
siger (N+1) 42
i,j=0
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=C, Z(n +2)' O(n(j_zq)/z ) <C, O(n(r‘z‘“’2 ): C, O(n—(k+1) )
2i+j<r
i,j>0

where g is a positive integer greater than s/2.
Consequently, using Lemma 2.5, we obtain

|E3| gCSn*(kJ’l) , where C, =Cy(k, p,r, ).

Finally, collecting the estimates of £y, E, and E;, we get the required result.
This completes the proof of the theorem.
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